
Agricultural and Forest Meteorology 311 (2021) 108668

Available online 21 October 2021
0168-1923/© 2021 Elsevier B.V. All rights reserved.

Unraveling uncertainty drivers of the maize yield response to nitrogen: A 
Bayesian and machine learning approach 

Adrian A. Correndo a,*, Nicolas Tremblay b, Jeffrey A. Coulter c, Dorivar Ruiz-Diaz a, 
David Franzen d, Emerson Nafziger e, Vara Prasad f, Luiz H. Moro Rosso a, Kurt Steinke g, 
Juan Du h, Carlos D. Messina i, Ignacio A. Ciampitti a,* 

a Department of Agronomy, Kansas State University, 1712 Claflin Rd., Manhattan, KS 66506, USA. 
b Agriculture and Agri-Food Canada, Horticultural R&D Center, St-Jean-sur-Richelieu J3B 3E6, Canada 
c Department of Agronomy and Plant Genetics, University of Minnesota, St. Paul, Minnesota 55108, USA. 
d Department of Soil Science, School of Natural Resource Sciences, North Dakota State University, Dept. 7180, PO Box 6050, Fargo, ND 58108, USA. 
e Department of Crop Sciences, University of Illinois, 1102 S. Goodwin Ave., Urbana, IL 61821, USA. 
f Sustainable Intensification Lab, Kansas State University, Manhattan, KS 66506, USA. 
g Department of Plant, Soil, and Microbial Sciences, Michigan State University, East Lansing, MI 48824, USA. 
h Department of Statistics, Kansas State University, Manhattan, KS 66506, USA. 
i Corteva Agriscience, 7250 NW 62nd Ave., Johnston IA 50310, USA   

A R T I C L E  I N F O

Keywords: 
Uncertainty 
Fertilizer N response 
Maize 
Bayesian models 
Response curves 

A B S T R A C T

Development of predictive algorithms accounting for uncertainty in processes underpinning the maize (Zea Mays 
L.) yield response to nitrogen (N) are needed in order to provide new N fertilization guidelines. The aims of this 
study were to unravel the relative importance of crop management, soil, and weather factors on both the esti
mate and the size of uncertainty (as a risk magnitude assessment) of the main components of the maize yield 
response to N: i) yield without N fertilizer (B0); ii) yield at economic optimum N rate (YEONR); iii) EONR; and iv) 
the N fertilizer efficiency (NFE) at the EONR. Combining Bayesian statistics to fit the N response curves and a 
machine learning algorithm (extreme gradient boosting) to assess features importance on the predictability of the 
process, we analyzed data of 730 response curves from 481 site-years (4297 observations) in maize N rate 
fertilization studies conducted between 1999 and 2020 in the United States and Canada. The EONR was the most 
difficult attribute to predict, with an average uncertainty of 50 kg N ha− 1, increasing towards low (<100 kg N 
ha− 1) and high (>200 kg N ha− 1) EONR expected values. Crop management factors such as previous crop and 
irrigation contributed substantially (~50%) to the estimation of B0, but minorly to other components of the 
maize yield response to N. Weather contributed about two-thirds of explained variance of the estimated values of 
YEONR, EONR, and NFE. Additionally, weather factors governed the uncertainty (72% to 81%) of all compo
nents of the N response process. Soil factors provided a consistent but limited (10% to 23%) contribution to 
explain both expected N response as well as its associated uncertainties. Efforts to improve N decision support 
tools should consider the uncertainty of models as a type of risk, potential in-season weather scenarios, and 
develop probabilistic frameworks for improving this data-driven decision-making process of N fertilization in 
maize crop.   

1. Introduction

Nitrogen (N) is probably the most complex plant nutrient to study
due to an intricate set of spatio-temporal interactions governing plant 
growth dynamics, soil biogeochemical cycling, and environmental ef
fects on the plant-soil system (Mesbah et al., 2017; Briat et al., 2020). 

Despite decades of research, addressing the uncertainty on the growth 
and demand of N in maize (Zea mays L.) is still a major concern (Bab
cock, 1992; Morris et al., 2018, Raun et al., 2019), as indicated by the 
collateral impacts of misuse of fertilizer and low N use efficiency due to 
uncertainty of fertilizer rate needed (Sela et al., 2018a,b). Refining the 
management of a complex system such as the one governing soil-plant N 
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dynamics requires understanding the processes generating the yield 
response to N using multiple perspectives (Lory and Scharf, 2003; 
Martinez-Feria et al., 2018; Correndo et al., 2021a). 

Yield responses to N fertilizer are often modeled using non-linear 
regression models, which are considered a practical way to provide 
summaries of the N response. Field trials with various fertilizer N rates 
are used to estimate optimum rates, mostly under the economic return 
criteria. Under this scenario, uncertainty is inevitable due to the mul
tiple interactions between the crop with the agronomic management, 
soil processes, and weather factors (Kyveryga et al., 2007). The degree of 
uncertainty on the parameters describing the N response functions (e.g., 
intercept, slope, curvature) and derived quantities (e.g., intercept, op
timum N rate, maximum yield, efficiencies) represent a measure of risk 
(Babcock, 1992), however, they are typically overlooked in the scientific 
literature (Hernandez and Mulla, 2008). The unpredictable nature that 
environment has on N dynamics and crop yield dictate the need for 
models accounting for stochastic components (Tmusiime et al., 2011; 
Raun et al., 2019). 

From the statistical standpoint, the N response curves have been 
mostly studied using a frequentist approach, for which only the data are 
considered random, and unknown parameters of interest are treated as 
fixed variables. In contrast, the Bayesian approach treats the unknown 
model parameters and derived quantities as random variables. Within 
the Bayesian framework, we aim to estimate the best model parameters 
given two main components: i) prior knowledge of the process of interest 
(the N response curve), and ii) the available observed data (Wakefield, 
2013). Literature or expert knowledge is used to define prior distribu
tions of model parameters, and the data are used as new evidence to 
update our prior beliefs through inferences based on probability distri
butions (posteriors). Therefore, not only the estimates of the parameters 
but also their uncertainties are components of interest in a Bayesian 
framework. Given the increasing computational power and develop
ment of new algorithms, Bayesian methods are becoming more com
mon, and are increasingly being used in agricultural research (Lacasa 
et al., 2020; Ciampitti et al., 2021; Laurent et al., 2020). 

Machine learning algorithms are suitable to identify complex asso
ciation patterns in large datasets (Jordan and Mitchel, 2015). Belonging 
to the family of supervised learning techniques, classification and 
regression tree-based methods such as decision trees, random forests and 
boosting are robust and powerful techniques as recently demonstrated 
in agricultural research (Shahhosseini et al., 2019; Schwalbert et al., 
2020). For example, Correndo et al. (2021a) used conditional random 
forests to compare forecast frameworks for predicting maize yield 
without N fertilization while evaluating the contribution of manage
ment, soil, and weather features on those predictions. Alternatively, 
boosting methods consist of fitting multiple decision trees to the data, 
where each tree is sequentially grown using the residuals from previous 
trees (James et al., 2013). Extreme gradient boosting (xgboost; Chen and 
Guestrin, 2016), one of the implementations of gradient boosting ma
chines (Friedman, 2001), is known as one of the best performing algo
rithms for both regression and classification problems (Osman et al., 
2021; Park and Kim, 2021). Besides its prediction capabilities, xgboost 
allows the estimation of a permutation-based feature importance, which 
serves as a useful interpretation tool to examine the decrease in a scoring 
rule (e.g., mean square error) when features values are randomly shuf
fled (Breiman, 2001). 

The objectives of this research were to study the importance of crop 
management, soil, and weather factors on both estimate and the 
magnitude of uncertainty of the main components—a yield without N 
(B0), economic optimum N rate (EONR), yield at the EONR (YEONR), 
and N fertilizer efficiency (NFE) at the EONR— describing the maize 
yield response to N. 

2. Materials and methods 

2.1. Review 

A database was built by including experimental data that met certain 
requirements as follows: 

1) Collected on experiments during the last two decades (1999-2020) 
in order to reduce the yield variability associated with genetic 
advancement of yield potential (Woli et al., 2016); 2) Collected from 
replicated field trials with N treatments in small plots or field strips; 3) A 
minimum of four N rate treatments, including a control (zero-N) and a 
maximum rate of at least 168 kg N ha− 1 in order to limit the chances of N 
limitation for achieving an environmentally attainable yield maximum; 
4) Trials with positive response but without reaching a yield-plateau 
were removed from the analysis since EONR and YEONR expected 
values resulted out of the data range and their uncertainties extremely 
high, and no associations with specific soil or weather conditions were 
found, indicating a most likely experimental design limitation (data not 
shown); 5) Absolute yield data; 6) Planting date; 7) Topsoil crop nutrient 
analysis results and/or soil series; 8) Previous crop and tillage system; 9) 
Latitude and longitude coordinates, or report the nearest town in order 
to retrieve archived weather and/or missing soil series data; 10) No 
manure as treatments or as a past management input. General crop 
management (hybrid, row spacing, other nutrients, weed and pest 
management) was assumed to have been chosen to maximize yield 
under each site-specific condition. 

Published manuscripts were the first source of data, accessed using 
an engine-search in Web of Science® filtering by the following key
words: “corn/maize” and “nitrogen fertilizer” or “nitrogen fertilization” 
and “United States” and/or “Canada”. In order to reduce publication 
bias effect (Dickersin and Min, 1993), unpublished data (e.g., disserta
tions, field reports, unpublished experiments) that met criteria were also 
included. After filtering and selection processes, 481 site-years distrib
uted across United States and Canada (Figure 1A) resulting in 730 N 
response curves of maize were gathered from 32 different data sources 
(Supp. Table 1), including published and unpublished studies. Grain 
yield was standardized at a water content of 155 g kg− 1, and each yield 
point at a given N rate was the average value of 3 to 5 replications. 

The database used partially coincides with a previous study by 
Correndo et al., (2021a), who focused solely on developing a predictive 
algorithm to forecast maize yield without N. However, this current study 
is dissimilar mainly in the following points: 1) this study pays special 
attention on assessing the uncertainty of the entire N response process 
rather than focusing on a single component, such as the maize yield 
without N (Correndo et al., 2021a); 2) the present work uses function 
parameters of the N response process (Bayesian regression analysis) and 
their uncertainties as the object of study, while Correndo et al. (2021a) 
solely used observed yields without N as the response variable; 3) the 
current manuscript considers only experiments with a set of fertilizer N 
rate treatments satisfying certain minimum requirements (481 
site-years, 4297 yield observations), while Correndo et al. (2021a) only 
considered studies presenting observed maize yields without N fertil
ization (679 site-years, 1031 yield observations); and lastly, 4) this study 
only uses trials that reported “sowing date” in order to produce more 
refined weather variables with the planting date as a reference to adjust 
the weather summaries (Table 1), while Correndo et al. (2021a) used 
only weather variables summarized by calendar months. 

2.2. Meta-data 

Soil related variables were topsoil (0-15 cm) soil organic matter 
(SOM, %) and soil texture (clay, silt and sand, %). Soil data were 
collected from original sources, accessed from authors’ records when not 
reported in manuscripts, or retrieved from gridded POLARIS soil data 
engine (Chaney et al., 2016), a raster optimization based on SSURGO 
data with a spatial resolution of 1 km2. When SOM data were reported at 
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0-20 or 0-30 cm, values were standardized to 0-15 cm using stratifica
tion factors based on data from previous research on grain crops trials 
(Al-Kaisi et al., 2005; Varvel and Wilhelm, 2011; Franzluebbers, 2010; 
Villamil et al., 2015). 

Daily weather data were accessed via the Daymet (Thornton et al., 
2019) API-client source developed for R-software (package daymetr) 
using reported latitude-longitude coordinates of the trials or nearest 
town. With a spatial resolution of 1 km2, precipitation (PP), maximum 
and minimum temperature (T, ◦C,), vapor pressure deficit (vpd, kPa), 
incident shortwave solar radiation during daylight period (Rad, MJ 
m− 2) and day-length. Weather data were transformed into monthly basis 

(as sum or average) using reported sowing dates as the reference (das: 
days after sowing). We divided the weather data into five main periods: 
i) pre-sowing, as the weather of 30 days before sowing; ii) 1st month 
after sowing (0-30 das), as proxy of the establishment period; ii) 2nd 

month after sowing (31 to 60 das), as a proxy of the most active growth 
vegetative period; iii) 3rd month after sowing (61 to 90 das), as proxy of 
the period around flowering; and iv) 4th month after planting (91-120 
dfs), as a proxy of the grain filling period. 

A series of additional weather variables were calculated to capture 
environmental differences that might not have been captured by 
analyzing standard weather information. For example, the Shannon 
Diversity Index (SDI) as described by Tremblay et al. (2012) was 
included to describe the distribution of PP during each period. Extreme 
PP events were included as the number of days with precipitations 
greater than 25 mm as a proxy of excessive rainfall events (Puntel et al., 
2019; Correndo et al., 2021a). Crop development was described by crop 
heat units (CHU; Tremblay et al., 2012). Extreme temperature events 
(ETE, defined as the number of days with maximum temperature greater 
than 30◦C) were also included as a proxy of heat stress risk (Butler and 
Huybers, 2013; Ye et al., 2017). The photo-thermal quotient (Q) was 
calculated as the ratio between cumulative Rad and CHU, as an indicator 
of the solar radiation available to the crop per unit of thermal time 
during each period, related to yield potential (Bannayan et al., 2018). 

2.3. Data analysis 

2.3.1. Nitrogen response process 
We fit quadratic and quadratic-plateau regression models using grain 

yield as the response variable and N rate as the explanatory variable. The 
quadratic and the quadratic-plateau models are the most extensively 
used in the literature as they have parameters with a clear interpretation 
for developing N recommendations (Cerrato and Blackmer, 1990; 
Wortmann et al., 2011; Kyveryga et al., 2007). Besides its simplicity, the 
quadratic model presents a great flexibility in terms of possible shapes of 
the response including flat-, negative or positive linear-, and bell-shaped 
curves. For each particular case, we selected the model that resulted in 
the best performance (>R2 median from Bayesian posteriors). Overall, 
we have observed a better performance of the quadratic model in the 
majority of cases (n=513) (Supp. Figure 1), with less uncertain esti
mates, especially in terms of key descriptors of interest such as EONR 
and NFE (Supp. Figure 2). The quadratic-plateau model resulted the 
best option in 217 cases, particularly when the response curve was very 
well defined -high R2 for both models- (Supp. Figure 1). In contrast, 
with less defined N responsiveness patterns, the quadratic-plateau 

Figure 1. A: Geographical distribution of maize nitrogen fertilization trials under study (730 response curves from 481 site-years) performed in the USA and Canada 
during the period 1999-2020. B: soil texture distribution (0-15 cm). 

Table 1 
Meta-data included for studying their influence on selected descriptors of the N 
response process in maize. *CHU = crop heat units (Tremblay et al., 2012). †das 
= days after sowing.  

MANAGEMENT 

Variable Levels 

Previous Crop alfalfa; annual legumes (soybean);  
others (maize, sorghum, wheat, barley, 

rye, sunflower) 
Tillage system Tilled; no-till 
Irrigation Irrigated; Rainfed 

SOIL 

Variable Units Depth 

SOM = Soil Organic Matter % 0-15 cm 
Clay   
Silt   
Sand   

WEATHER 

Variable Units Periods 

Pp = Precipitations (sum) mm pre = -30 – -1 das†,  
1 = 0-30 das, 
2 = 31-60 das, 
3 = 61-90 das, 
4 = 91-120 das, 

Tm = Mean Temperature (average) oC  
SDI = Shannon Diversity Index 0-1 (uneven - even)  
EPE = Extreme PP Events (count) # days PP > 25 mm  
vpd = Vapor Pressure Deficit 

(average) 
KPa  

Rad = Incident radiation (sum) MJ m− 2  

Q = Photothermal quotient MJ m− 2 / CHU*  
ETE = Extreme T Events (count) Days w Tmax > 30oC 2,3,4  
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model may result in a more erratic convergence. Since many of the sites 
used in this study are in areas of the USA where high wind is possible, the 
quadratic response for maize may also be most appropriate due to yield 
decrease due to high-wind-induced ‘green snap’ under high N condi
tions, while the quadratic-plateau model assumes there is no penalty for 
greater N rates. 

The N response measured through a quadratic model is normally 
estimated as follows: 

yi = B0 + B1xi − B2xi
2 (1)  

where, for the ith observation, y represents the maize yield (Mg ha− 1), x 
represents the N rate (kg N ha− 1), B0 is the intercept (yield without N 
fertilizer), B1 is the linear slope, as the response in yield per unit of 
change in initial N availability, and B2 is the quadratic coefficient. 

Sharing the same parameters than (1), the N response measured 
through a quadratic-plateau model is normally estimated as follows: 

yi = B0 + B1xi − B2xi
2, if xi < AONR,

B0 + B1AONR − B2AONR2, if xi ≥ AONR
(2)  

where, AONR stands for the agronomic optimum N rate, which corre
sponds to the level of xi when the first derivative of the function is equal 
to zero (AONR = B1 / 2B2)). 

Once the model was selected, we considered four main descriptors of 
the N response process (Figure 2: i) B0 (yield without N fertilizer); ii) the 
grain yield at the economic optimum N rate (YEONR, Mg ha− 1); iii) the 
EONR (kg N ha− 1); and iv) N fertilizer efficiency at the EONR (NFE, kg 
yield (kg applied N)− 1). The B0 was estimated as the intercept of the 
response curves. The YEONR and the EONR were estimated as the level 
of y, and x, respectively, when the first derivative of Eq. (1) is equal to 
the nitrogen:maize prices ratio (Mg grain kg N− 1). Lastly, the NFE was 
estimated as the quotient between the N responsiveness (YEONR - B0) 
and the EONR. 

A novelty of this analysis was to include an uncertainty component 
associated with maize grain and fertilizer N prices. For this purpose, we 
considered the prices ratio as a random variable. Thereby, each time the 
EONR was estimated, instead of considering a fixed ratio, the value was 
sampled from a probability distribution. Including a gamma prior dis
tribution into the Bayesian framework, we simulated the historical pri
ces ratio variability observed during the period 1998-2018 (USDA-ERS, 
2021a,(USDA-ERS 2021b)). For maize grain we considered the future 
price at each April, whereas for fertilizer N we considered the average 

price of anhydrous ammonia (82-0-0) and urea (46-0-0) at each April or 
March. The historical average prices of maize were 152 $ Mg grain− 1 

and 0.763 $ kg N− 1, with an average prices ratio of 0.0053 Mg grain kg 
N− 1 (standard deviation of 0.0014 Mg grain kg N− 1). With a mean of 
0.0055 kg grain kg N− 1 and a standard deviation of 0.0016 Mg grain kg 
N− 1, the simulated prior for the prices ratio (~ gamma (shape = 11, rate 
= 2)) showed a distribution equivalent to the actual historical PR vari
ability (Supp. Figure 3). 

2.3.2. Bayesian N response models 
The four descriptors of interest were obtained by fitting the simple 

quadratic or the quadratic-plateau regression model under a hierarchi
cal Bayesian framework using the following priors: 

yi ∼ Gaussian
(
μi, σ2

i

)
(3)  

ui− SQ = B0 + B1x − B2x2 (4a)  

ui− QP = B0 + B1xi − B2xi
2, if xi < AONR,

B0 + B1AONR − B2AONR2, if xi ≥ AONR
(4b)  

B0 ∼ U(0, 18); (5)  

B1 ∼ U(0, 0.2); (6)  

B2 ∼ gamma(1, 10); (7)  

σ2
i ∼ gamma(2, 2); (8)  

where for each trial, yi represents the yield at the ith N rate, ui represents 
the underlying process (4a if simple quadratic, 4b if quadratic-plateau), 
σ2

i is the variance of the process, and Gaussian, U, and gamma stands for 
normal, uniform, and gamma distributions for priors. Weakly informa
tive priors were defined following previous experience on maize 
observed yield without N fertilization (B0) (Correndo et al., 2021a), 
linear response to N of quadratic models (B1), and curvature (B2) (Cor
rendo et al., 2021b; Lacasa et al., 2020). Uniformly distributed priors for 
B0 and B1 were used to ensure adaptability of the priors to each case. In 
the case of B2 and σ2

i , gamma priors were used to support positive values 
of the parameters, similar to Lacasa et al. (2020) in a study maize yield 
response to plant density. Particularly for σ2

i , a gamma prior provides a 
more suitable alternative than uniform priors, which are proven to lead 
to a positive miscalibration (overestimation) of the variance (Gelman, 

Figure 2. Conceptual representation of the N response process descriptors of interest (A), and the applied Bayesian analysis framework (B) to obtain both estimates 
and uncertainties from posterior distributions of: i. B0 (yield without N, Mg ha− 1), ii) YEONR (yield at EONR, Mg ha− 1), iii) EONR (kg N ha− 1), and iv) NFE (kg yield 
response kg N− 1 at EONR). 
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2006). 
From each model, the expected estimates of the descriptors were 

retrieved as the median (50th percentile) of the posterior distributions. 
Similarly, the magnitude of uncertainty for each descriptor was obtained 
as the length of the 95%-credible intervals (2.5th to 97.5th percentile) 
from the posterior distributions. 

Bayesian models were fit in R-software (R Core Team, 2020), using 
the rjags package v4-10 (Plummer et al., 2019), which applies Gibbs 
sampling (Geman and Geman, 1984), a Markov Chain Monte Carlo 
(MCMC) algorithm to generate a sequence of samples approximated to a 
posterior probability distribution function of parameters. We used 4 
parallel chains with 20,000 iterations, including 5,000 as burn-in, and a 
thinning interval of 10. 

2.3.3. Feature importance assessment 
In order to reproduce complex association patterns between the 

descriptors of the N response process and crop management, soil, and 
weather variables, we applied the xgboost algorithm (Chen and Guest
rin, 2016). The target variables were eight, as both the estimate (me
dian) and the uncertainty (95%-credible interval length) of the four N 
response descriptors: B0, YEONR, EONR, and NFE (Figure 2). The 
model inputs were the crop management, soil, and weather variables 
described in Table 1. Since xgboost only handles numerical matrices, 
categorical variables such as previous crop, tillage and irrigation were 
transformed using one-hot-encoding. As a result, previous crop -con
taining three levels (Table 1)-was split into two dummy variables: i) 
ALF, equal to 1 if previous crop was “alfalfa” (Medicago sativa L.), or 
equal to 0 if not, and ii) LEG, equal to 1 if previous crop was an “annual 
legume”, equal to zero if previous crop was “other”, otherwise (ALF = 1) 
always equal to 0. 

Since the main purpose of using xgboost here was to assess features 
importance rather than developing a forecasting model, we considered 
the entire seasonal weather as if these data were known or perfectly 
predictable. 

For each model, a nested cross-validation (CV) that encompassed the 
use of an inner-loop for optimization and an outer-loop to assess the 
generalization performance (Krstajic et al., 2014). We used an outer 
20-fold scheme, setting aside a different 5% of observations at a time to 
be used later as the testing data. At the inner loop, a 10-fold-CV was 
applied over each outer-training set, dividing 90% for training and 10% 
for validation. For each model, we performed a grid-search to optimize 
the hyper-parameters of interest: i) nrounds, as the number of trees in the 
forest, ii) eta, as the gradient or learning rate, iii) maxdepth, as the 
maximum depth of trees in the forest, iv) alpha, as the L1 (LASSO) 
regularization coefficient, and v) lambda, as the L2 (Ridge) regulariza
tion coefficient. Regularization through alpha and lambda was used to 
reduce the influence of collinearity due to the presence of correlated 
covariates (Supp. Figure 4). We fixed ncolsamples at 0.7 (70% of fea
tures randomly selected) and early_stopping_rounds at 3. The rest of pa
rameters were set to default options. Best combinations were selected 
based on average performance on the inner-validation set. With the 
optimized hyper-parameters, performance metrics and features impor
tance were assessed using the outer-training sets (20) to predict the 
observations on the outer-testing sets. The importance of data input 
features was quantified using permutation tests (Breiman, 2001). 

To evaluate models performance, we used: i) the root mean square 
error (RMSE, Mg ha− 1) as an average squared errors-based statistic that 
penalizes large residuals; ii) the normalized or relative RMSE (RRMSE, 
%) as a metric of percentage deviation from the average yield (Yang 
et al., 2014); iii) the mean bias error (MBE) as the average difference of 
predicted values with respect to observed, for which positive values 
mean a systematic over-prediction while negative mean 
under-prediction; iv) the Nash–Sutcliffe (ME), and v) the Kling-Gupta 
model efficiencies, as a normalized analog to the coefficient of deter
mination (Nash and Sutcliffe, 1970; Kling et al., 2012); vi) the concor
dance correlation coefficient (CCC) as a normalized metric that weighs 

the correlation coefficient (precision) by an index of accuracy (Lin, 
1989); and vii) the classical coefficient of determination (R2) that rep
resents a measure of precision (not accuracy). Formulae of metrics can 
be found at Supp. Table 2. The medians (50th percentile) of each metric 
based on the 20-folds-CV were selected as their unbiased 
central-tendency statistic. 

3. Results 

3.1. Database description 

Maize N rate trials under study were distributed across 19 US states 
(AL, IA, IL, IN, KS, MI, MN, MO, NC, ND, NE, OH, OK, PA, SD, TN, TX, 
VA, and WI) and two Canada provinces (ON and QC) (Figure 1A). The 
majority of experiments were concentrated during the period 2004- 
2014 (n=499, 68%), 103 trials were conducted between 1999-2003 
(14%), and 128 between 2015-2020 (18%). A total of 601 (82%), and 
129 (18%) trials were under rainfed and irrigated conditions, respec
tively. In terms of tillage management, 466 trials were reported under 
conventional tillage (64%), and 264 under no-tillage (36%). Previous 
crops were alfalfa (n=82), annual legumes (n=368), and cereals or 
others (n=280). Sowing dates (day of the year) varied from days 61 
(March 1st) to 155 (June 4th), with a median at day 120, and inter- 
quartile range (IQR, percentiles 25th to 75th) between days 103 to 
136. From sowing to 120 das, mean temperature ranged from 15.7 ◦C to 
25.9 ◦C, with a median of 20.6 ◦C (IQR = 19.4 ◦C – 21.9 ◦C), and 
accumulated precipitations ranged from 117 mm to 727 mm, with a 
median of 420 mm (IQR = 350 mm – 480 mm). Soils represented 11 soil 
textural classes (Soil Survey Staff, 2018) (Figure 1B), and SOM values 
(%) ranged from 0.5% to 7.9% with a median of 3.6% (IQR = 2.4%- 
5.2%). 

Maximum N rates varied from 168 to 366 kg N ha− 1, with a median 
of 248 kg N ha− 1. The reported metadata concerning N fertilization 
strategy resulted incomplete in the majority of cases. Thus, only 284, 
490, and 642, and 284 reported details on fertilizer application form, 
source, and timing, respectively. Reported forms of N application were 
broadcasted (n=94), injected (n=176), banded (n=7), and incorporated 
(n=7). Reported N sources were urea-ammonium nitrate (32-0-0, 
n=238), ammonium nitrate (34-0-0; n= 169), urea (46-0-0, n=35), 
calcareous-ammonium nitrate (15-0-0, n=24), and anhydrous-ammonia 
(82-0-0; n=23). Lastly, reported N application timings were between 
V2-V6 (n=280), at sowing (n=198), pre-sowing (n=81), split applica
tions between planting and V4-V6 (n=58), and between V7-V9 (25). 

Observed yields varied from a minimum of 0.35 Mg ha− 1 to a 
maximum of 19.0 Mg ha− 1. Yield without N averaged 7.93 (IQR = 5.31- 
10.24 Mg ha− 1), maximum yield averaged 12.23 (IQR = 10.61-14.16 Mg 
ha− 1), and the apparent N responsiveness (maximum yield minus yield 
without N) averaged 4.30 Mg ha− 1 (IQR = 2.28-6.20 Mg ha− 1). 

3.2. Bayesian analysis of N response descriptors 

The analysis of the 730 regression curves using the Bayesian 
approach produced most probable values of the four maize N response 
descriptors as well as their corresponding uncertainties (Figure 3A-D). 
For B0, the estimates ranged from 0.5 to 17.5 Mg ha− 1 with a median of 
7.9 Mg ha− 1, and uncertainty ranged from 0.3 to 4.0 Mg ha− 1 with a 
median of 1.4 Mg ha− 1. For YEONR, estimates ranged from 1.5 to 19.0 
Mg ha− 1 with a median of 12.4 Mg ha− 1, and uncertainty ranged from 
0.2 to 8.2 Mg ha− 1 with a median of 1.6 Mg ha− 1. For EONR, estimates 
ranged from 0 to 368 kg N ha− 1 with a median of 158 kg N ha− 1, and 
uncertainty ranged from 8 to 261 kg N ha− 1 with a median uncertainty 
magnitude of 49 kg N ha− 1. Lastly, NFE estimates ranged from 4.2 to 
68.8 kg yield kg N− 1 with a median of 22.1 kg yield kg N− 1, and un
certainty ranged from 2.1 to 39.5 kg yield kg N− 1 with a median un
certainty of 7.1 kg yield kg N− 1. The uncertainty in B0, YEONR and NFE 
showed a poor association with the estimated values (Figure 3E, F, H), 
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while EONR uncertainty was more closely related to estimates, with a 
trend of higher uncertainties with at both low as well as at high EONR 
estimated values (Figure 3G). 

3.3. Features importance 

3.3.1. Prediction performance 
As expected, the xgboost algorithm showed better performance in 

predicting estimated values than in predicting uncertainties (Figure 4). 
The prediction of estimates showed RMSE medians of 1.90 Mg ha− 1 for 

B0 (RRMSE = 24%), 1.68 Mg ha− 1 for YEONR (RRMSE = 14%), 52 kg N 
ha− 1 for EONR (RRMSE = 34%), and 10.2 kg yield kg fertilizer N ¡1 for 
NFE (RRMSE = 40%). The prediction of uncertainties resulted in RMSE 
of 0.52 Mg ha− 1 for B0 (RRMSE = 36%), 1.17 Mg ha− 1 for YEONR 
(RRMSE = 72%), 44 kg N ha− 1 for EONR (RRMSE = 69%), and 6.2 kg 
yield kg fertilizer N ¡1 for NFE (RRMSE = 66%). The rest of the 
dimensionless metrics, although with different error penalization rules, 
indicated that the uncertainty magnitudes were much more complex to 
predict than the estimates (Figure 4). For example, R2 ranged from 0.36 
to 0.71 when predicting estimates, while varied from 0.08 to 0.22 in the 

Figure 3. Distribution of estimates and their corresponding uncertainties (A-D) of the four selected maize nitrogen response descriptors (A: intercept (B0, Mg ha− 1); 
B: yield at the economic optimum N rate (EONR)(YEONR, Mg ha− 1); C: EONR (kg N ha− 1); and D: N fertilizer efficiency to the EONR (NFE, kg yield kg fertilizer N− 1); 
and the relationship between the uncertainty of each descriptor and its estimate (E-H). In A to D, vertical lines indicate the medians of the distributions (solid: 
estimate, dashed: uncertainty). 

Figure 4. Extreme gradient boosting performance for the prediction of estimates (A-D) and uncertainties (E-H) of four descriptors of the maize nitrogen response 
process: i) intercept (B0, Mg ha− 1), ii) yield at economic optimum nitrogen rate (EONR) (YEONR, Mg ha− 1), iii) EONR (kg N ha− 1), and iv) nitrogen fertilizer ef
ficiency (NFE = kg yield response kg N− 1). Data points are pooled from 20 out-of-bag (OOB) testing samples from cross-validation procedure. Metric values represent 
the medians of the OOB samples. RMSE: root mean square error; RRMSE: relative RMSE; MBE: mean bias error; ME: Nash-Sutcliffe model efficiency; KGE: Kling-Gupta 
model efficiency; CCC: concordance correlation coefficient; R2: coefficient of determination. 
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case of predicting uncertainties. 

3.3.2. Features contribution 
The permutation importance test served as an indicator of the rela

tive contribution of features (Figure 5) to explained variability by the 
xgboost algorithm (Figure 4). Results indicate that the crop manage
ment factors under study were more relevant to predict the estimates 
rather than the uncertainties of the N response process. Particularly for 
the estimate of B0, crop management contributed 50% of explained 
variability (Figure 4A), while it only contributed about 1% of explained 
uncertainty (Figure 4B). For YEONR, EONR and NFE estimates, crop 
management contributed 16%, 19%, and 12%, respectively, of 
explained variance. In contrast, crop management contributed only 4%, 
4%, and 3% of explained variance of YEONR, EONR, and NFE un
certainties, respectively. Regardless of the descriptor estimate or un
certainty, the contribution of soil variables to explained variances was 
more consistent, ranging from 10% to 23% of explained variance of the 
N response. Lastly, and as expected, the contribution of weather vari
ables to explained variance was more relevant for prediction of un
certainties than for prediction of estimates. Regardless of the N response 
descriptor, weather contributed from 72% to 81% of explained variance 
of uncertainties. In the case of estimates, weather was particularly useful 
for the prediction of YEONR (64%), EONR (67%), and NFE (78%) 
components. 

Among the crop management components affecting B0 value pre
diction, previous crop contributed about 37% of explained variance, 
while irrigation contributed about 13%. In terms of B0 uncertainty, 
however, previous crop and irrigation showed a negligible influence 
(Figure 5). The most influential weather variable for the B0 expected 
value was vpd during the pre-sowing period (6%), while precipitations 
during the late vegetative period (Pp_2) and vpd during grain filling 
(vpd_4), and clay content, respectively, were the most relevant vari
ables, each contributing about 6% of explained variance of B0 uncer
tainty. In the case of YEONR estimates, the most relevant feature 
resulted SOM with ca. 11% of explained variance, while irrigation and 
previous crop contributed with ca. 14%. Although precipitations and 
radiation around the flowering period (Pp_3, 6%; Rad_3, 5%) and dis
tribution of precipitations during the late-vegetative period (SDI_2, 3%) 

resulted among the most important weather features, importance pat
terns highlight an evenly distributed contribution of evaluated weather 
variables. Similarly, although precipitations during late vegetative 
period (PP_2) resulted the most important weather variable (ca. 6%), 
most of features evenly contributed to explain YEONR uncertainty. 
Lastly, soil variables contributed with ca. 23% of explained variance, 
with silt (9%) and SOM (6%) as the most important features, while crop 
management variables showed an insignificant contribution to YEONR 
uncertainty (5%). 

Previous crop was the most important variable to predict expected 
EONR values, explaining about 17% of variance. Nonetheless, as stated 
above, crop management showed a trivial contribution to explain EONR 
uncertainty. The silt fraction contributed with ca. 5% of explained 
variance of EONR estimates and ca. 10% of EONR uncertainty. However, 
we were not able to observe a clear set of most important weather 
variables defining either estimates or uncertainties, denoting the com
plex association patterns involving EONR. Similarly, previous crop 
exerted the most important influence on NFE estimates (ca. 11%), 
however, the rest of evaluated variables evenly contributed to predict 
NFE. In terms of the NFE uncertainty, as the most important variables, 
precipitations around grain filling period (Pp_4) contributed with ca. 5% 
of explained variance, while clay, SOM, and clay contributed with ca. 
5%, 4%, and 4% of explained NFE-uncertainty variance, respectively. 

4. Discussion 

This study provides an unprecedented assessment of the N response 
in maize, combining Bayesian statistics with machine learning to 
unraveling the contribution of crop management, soil, and weather 
factors to the prediction of both the expected response and its related 
uncertainties. Highlighting the stochastic nature of the process, this 
work offers a decomposition of the N response into simple and inter
pretable components (Figure 2A). In the scientific literature, scarce 
attempts can be highlighted related to considering the parameters of the 
yield response to N supply as random variables (Hernandez and Mulla, 
2008; Tembo et al., 2008; Boyer et al., 2013). However, none of the 
existing literature on this topic has addressed the investigation of the 
drivers behind the uncertainty magnitude in the estimated parameters of 

Figure 5. Relative contribution (%) of crop management, soil, and weather variables (10 most important) to expected estimates (A) and uncertainties (B) of main 
descriptors of the maize nitrogen responsiveness process: i) intercept (B0), ii) yield at the economic optimum N rate -EONR- (YEONR), iii) EONR, and iv) nitrogen 
fertilizer efficiency (NFE = (YEONR – B0) / EONR). 
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the maize yield to N supply responses for a given environment. 
Improving the awareness of the uncertainties is critical to convey 

wise information to stakeholders, moving from a static/experience 
based to a more dynamic/data-driven decision-making process. Similar 
insights have been recently offered by Laurent et al. (2020) when dis
cussing the benefits of reporting credibility intervals and probability of 
mean effect size for on-farm network trials. Enhancing the capability of 
current models to capture uncertainty and to provide sensitivity analysis 
is the foundation for deploying Bayesian frameworks (Makowski et al., 
2004; van de Schoot et al., 2014) to become one of the new pillars for the 
improved crop N recommendation systems around the globe. 

A valuable novelty in our approach is considering the stochastic 
nature of prices when estimating the EONR. In this regards, although the 
uncertainties in maize and fertilizer N prices are both major factors 
deciding fertilization strategy (Blackmer and Kyveryga, 2012), the clear 
majority of the literature studying the EONR only considered fixed 
prices for simplicity (e.g., Scharf et al., 2005; Kyveryga et al., 2007; 
Alotaibi et al., 2018), missing a relevant random component when 
developing N guidelines. Hence information on historical series of prices 
at local and/or regional levels should be considered when estimating the 
EONR (Yost et al., 2014; Nigon et al., 2019). From an economic stand
point, an ex-ante approach is the most adequate when estimating EONR 
(Bullock and Bullock, 2000; Hernandez and Mulla, 2008), for which the 
evaluation of uncertainties is crucial. In addition to model the uncer
tainty on the yield response components, we have demonstrated that 
employing Bayesian statistics also allows to model the variability on the 
prices ratio by using available historical prices data as a prior. 

From the main factors linked to the estimates of the maize N response 
curves, previous crop (alfalfa) and irrigation have been already identi
fied as critical for B0 (Correndo et al., 2021a) mainly due to the effect of 
soil N supply and soil physical conditions (Yost et al., 2014; Riedell, 
2014) and water as critical factor limiting productivity for field crops 
and maize (Mueller et al., 2012; Meng et al., 2016). Likewise, for 
YEONR, water and previous crop were quite relevant from a manage
ment standpoint, but with a larger role of SOM with a minor influence of 
clay as key soil factors for attaining high yields (Lal, 2004; Tremblay 
et al., 2012). For both EONR and NFE, the influence of weather on the 
estimation of these factors is more relevant in agreement with previous 
reports highlighting the impact of this factor on N supply and demand 
(Soufizadeh et al., 2018). 

This study provides relevant insights on the importance of weather 
(72 to 81%) for improving forecast models that enhance our ability to 
predict the uncertainties in N response. From a weather standpoint, the 
most relevant features were evident 60 days after planting time. On the 
one hand, this emphasizes the importance of further improving the in- 
season diagnosis tool for crop N status (Scharf et al., 2011). In that re
gard, combining sensor data with machine learning techniques appears 
as a promising approach (Wang et al., 2021a). On the other hand, this 
denotes the need for improving our understanding of future weather 
conditions and our ability of developing probability scenarios (using 
historical weather as a proxy)when deciding optimal N rates to be 
applied in our diverse (e.g., different crop rotation, tillage, management) 
farming systems. Lack of adequate spatial resolution weather data is a 
large constraint not only for developing more precise forecasts but also 
for improving relevant decision support tools (Van Wart et al., 2015). 
The main challenges for estimating the economic production potential 
for large field regions is generally linked to the uncertainty of weather 
forecasts and changes of agricultural landscapes (Jones et al., 2000). In 
addition, the uncertainty of weather data and its interpolation greatly 
depend on the density and distribution of weather stations within a re
gion (Mourtzinis et al., 2017). However, future challenges for weather 
data are mainly connected to the ease of access, data quality, and 
comprehensiveness/evaluation for this information for relevant use on 
decision tools and research in agriculture (Overpeck et al., 2011). 

The minor role of the evaluated crop management factors (previous 
crop, irrigation and tillage) on predicting the uncertainties of the yield 

response to N implies the need of testing the relevancy of other practices 
(e.g., fertilization strategy, hybrid, plant density) for explaining residual 
variance. Our results also remark a consistent but limited contribution of 
the evaluated soil features to understand the uncertainty of N response 
process. Nonetheless, the inference related to SOM and soil texture 
fractions results limited since they are not direct and perhaps inconsis
tent estimators of soil N mineralization (Schomberg et al., 2009; Ros 
et al., 2011; Cai et al., 2016) and they may also carry confounding effects 
regarding geographical differences. Thus, further soil indicators 
regarding soil N supply may be valuable inputs for N response prediction 
models (Franzluebbers, 2018; McDaniel et al., 2020). Both results may 
reflect limitations in our approach. As described in Correndo et al. 
(2021a), our database presents unevenly reported metadata and a lack 
of relevant features such as pre-plant and/or in-season soil N supply, 
plant growth determinations, N concentration in tissues or overall plant 
N uptake, maturity dates, genetic material, among other data descriptors 
that could ultimately result on improved prediction performance. 

Historically, fertilizer N recommendations have been based on esti
mated production functions treated as the “true” underlying model, 
largely ignoring the inherent uncertainty existent in any relationship 
and its associated errors. The estimated uncertainties in our research 
serve as a measure of risk magnitude when modeling the yield response 
functions to generate N recommendations. Our main finding is that the 
EONR presents an significant inherent uncertainty, typically about 50 kg 
N ha− 1, with an increasing risk of erratic estimates at both low (< 100 kg 
N ha− 1) and high (> 200 kg N ha− 1) expected EONR values. Empirical 
evidence indicate that the majority of US maize farmers prefer in-field 
management strategies as a method of adapting to climate-based risk 
(Mase et al., 2017). Thus, producers commonly consider N fertilizer as a 
risk reducing factor (Babcock, 1992; Scharf et al., 2005). In other words, 
the uncertainty derived from weather or soil N supply most likely leads 
to increased N rates as risk-neutral farmers perceive profitable to reduce 
the probability of being caught short of N. Notwithstanding, our evi
dence indicates that increasing the N fertilizer rate “just in case” 
(without a clear rationale) under high EONR uncertainty would result 
both environmentally and economically riskier. 

Lastly, this study also provides insights on the opportunity to model 
the uncertainties of the yield response functions, with the challenge of 
enhancing the quality of in-season weather forecasts and generating 
robust prediction frameworks. Crop simulation tools such as DSSAT 
(Jones et al., 2003), APSIM (Holzworth et al., 2018), or more specific 
models such as Adapt-N (Melkonian et al., 2008; (Sela et al., 2016)) 
combining crop management, soil, and in-season weather data to opti
mize split applications of N fertilizer are a robust foundation. For 
example, Adapt-N offers estimates of the uncertainty around the rec
ommended rate and allows to use a set of risk considerations related to 
market prices and N dynamics. Still, the challenge is to transform the 
simulation frameworks from deterministic to more probabilistic. Deci
sion support tools focusing on N recommendations should ideally pro
vide potential seasonal weather scenarios and their probabilities to 
understand the level of risk taking by agronomists, farmers, and stake
holders. The data-fusion approach of integrating observed weather data 
during the early vegetative period and historical weather to create po
tential scenarios during the late vegetative and reproductive periods 
represent a unique opportunity to evaluate risks when deciding the N 
rate (Wang et al., 2021b). The inclusion of stochastic dominance anal
ysis (studying conditional distributions instead of just means) may also 
provide valuable insights about key factors to manage risks on N de
cisions, as it has been made for other production factors such as genetics 
(Nolan and Santos, 2019).Therefore, still major efforts on risk research 
should be the main focus when fine-tuning decision tools for input uti
lization in farmer fields, conducting scenarios for combinations of types 
of risk based on probabilities of historical data (Pannel, 1997) and/or 
based on better seasonal weather forecasts. 
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5. Conclusions 

This study provides relevant insights on understanding the estima
tion of the N response for maize, with the additional component of 
assessing the level of uncertainty for those parameters of the response 
models. One of the main conclusions of this work is that the expected 
values of N response components and, although more challenging, their 
related uncertainties are both susceptible to be modeled. More precisely, 
yield without N (B0), YEONR and NFE are the most predictable com
ponents of N response, while the biggest difficulties were found for 
predicting the EONR component. Although challenging, broadly vari
able and susceptible to change by weather, we foresee that uncertainties 
can be modeled, especially for the B0 and NFE components. 

Weather features contributed with roughly two-thirds of explained 
variance of YEONR and NFE. In addition, weather variables were, un
deniably, the most relevant metadata (72% to 81%) to predict the un
certainty of N response (mainly reflected in the EONR). Crop 
management factors largely affected the prediction of the expected B0, 
but slightly influenced all the other parameters of the maize N response 
model. Likewise, crop management displayed a trivial influence (<5%) 
on the uncertainty of the N response components. Soil factors exerted a 
consistent but limited contribution to explain both expected N response 
as well as their uncertainties. 

Overall, this research suggests that improvement on the decision 
support tools should consider the uncertainty of yield response to N 
supply models as a type of risk, potential in-season weather scenarios, 
and develop probabilistic frameworks for improving the data-driven 
decision-making process for N fertilization in maize. The combination 
of improved modeling approaches along with artificial intelligence tools 
and advance statistical frameworks (e.g., Bayesian) can provide more 
dynamic options for N management in maize and other major field 
crops. 
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Tremblay, N., Bouroubi, Y.M., Bélec, C., Mullen, R.W., Kitchen, N.R., Thomason, W.E., 
Ebelhar, S., Mengel, D.B., Raun, W.R., Francis, D.D., Vories, E.D., Ortiz- 
Monasterio, I., 2012. Corn response to nitrogen is influenced by soil texture and 
weather. Agron. J. 104, 1658–1671. https://doi.org/10.2134/agronj2012.0184. 

Tumusiime, E., Brorsen, B.W., Mosali, J., Johnson, J., Locke, J., Biermacher, J.T., 2011. 
Determining optimal levels of nitrogen fertilizer using random parameter models. 
J. Agric. Appl. Econ. 43 (4), 541–552. https://doi.org/10.1017/ 
S1074070800000067. 

USDA-ERS, 2021a. Season-average price forecasts. USDA-Economic Research Service, 
Washington, DC. https://www.ers.usda.gov/data-products/season-average-price-for 
ecasts (last accessed on 30 April 2021).  

USDA-ERS, 2021b. Fertilizer use and price statistics. USDA-Economic Research Service, 
Washington, DC. https://www.ers.usda.gov/data-products/fertilizer-use-and-pri 
ce/documentation-and-data-sources (last accessed on 30 April 2021).  

van de Schoot, R., Kaplan, D., Denissen, J., Asendorpf, J.B., Neyer, F.J., van Aken, M.A., 
2014. A Gentle Introduction to Bayesian Analysis: Applications to Developmental 
Research. Child Dev 85, 842–860. https://doi.org/10.1111/cdev.12169. 

Van Wart, J., Grassini, P., Yang, H., Claessens, L., Jarvis, A., Cassman, K., 2015. Creating 
long-term weather data from thin air for crop simulation modeling. Agric. Forest. 
Meteor 209-210, 49–58. https://doi.org/10.1016/j.agrformet.2015.02.020. 

Varvel, G.E., Wilhelm, W.W., 2011. Soil carbon levels in irrigated Western Corn Belt 
rotations. Agron. J. 100 (4), 1180–1184. https://doi.org/10.2134/agronj2007.0383. 

Villamil, M.B., Little, J., Nafziger, E.D., 2015. Corn residue, tillage, and nitrogen rate 
effects on soil properties. Soil Tillage Res 151, 61–66. https://doi.org/10.1016/j. 
still.2015.03.005. 

Wang, X., Miao, Y., Dong, R., Zha, H., Xia, T., Chen, Z., Kusnierek, K., Mi, G., Sun, H., Li, 
M. 2021a. Machine learning-based in-season nitrogen status diagnosis and side-dress 
nitrogen recommendation for corn. 10.1016/j.eja.2020.126193. 

Wang, X., Miao, Y., Batchelor, W.D., Dong, R., Kusnierek, K., 2021b. Evaluating model- 
based strategies for in-season nitrogen management of maize using weather data 
fusion. 10.1016/j.agrformet.2021.108564. 

Wakefield, J., 2013. Bayesian and Frequentist Regression Methods. Springer Series in 
Statistics. Springer, New York, New York, NY. https://doi.org/10.1007/978-1-4419- 
0925-1.  

Woli, K.P., Boyer, M.J., Elmore, R.W., Sawyer, J.E., Abendroth, L.J., Barker, D.W., 2016. 
Corn era hybrid response to nitrogen fertilization. Agron. J. 108, 473–486. https:// 
doi.org/10.2134/agronj2015.0314. 

Wortmann, C.S., Tarkalson, D., Shapiro, C., Dobermann, A., Ferguson, R., Hergert, G., 
Walters, D., 2011. Nitrogen use efficiency of irrigated corn for three cropping 
systems in Nebraska. Agron. J. 103, 76–84. https://doi.org/10.2134/ 
agronj2010.0189. 

A.A. Correndo et al.                                                                                                                                                                                                                            

https://doi.org/10.1038/s41598-020-72693-1
https://doi.org/10.1038/s41598-020-72693-1
https://doi.org/10.1126/science.1097396
https://doi.org/10.1016/j.eja.2020.126127
https://doi.org/10.2307/2532051
https://doi.org/10.2134/agronj2003.0994
https://doi.org/10.2134/agronj2003.0994
https://library.wur.nl/ojs/index.php/frontis/article/view/858
https://doi.org/10.1016/j.agee.2018.01.002
https://doi.org/10.1016/j.crm.2016.11.004
https://doi.org/10.1002/agj2.20129
http://refhub.elsevier.com/S0168-1923(21)00354-3/sbref0043
http://refhub.elsevier.com/S0168-1923(21)00354-3/sbref0043
http://refhub.elsevier.com/S0168-1923(21)00354-3/sbref0043
http://refhub.elsevier.com/S0168-1923(21)00354-3/sbref0043
https://doi.org/10.1038/srep19605
https://doi.org/10.1016/j.compag.2017.11.011
https://doi.org/10.2134/agronj2017.02.0112
https://doi.org/10.1016/j.eja.2016.10.013
https://doi.org/10.1038/nature11420
https://doi.org/10.1016/0022-1694(70)90255-6
https://doi.org/10.1016/0022-1694(70)90255-6
https://doi.org/10.1016/j.compag.2019.105030
http://refhub.elsevier.com/S0168-1923(21)00354-3/sbref0051
http://refhub.elsevier.com/S0168-1923(21)00354-3/sbref0051
http://refhub.elsevier.com/S0168-1923(21)00354-3/sbref0051
https://doi.org/10.1016/j.asej.2020.11.011
https://doi.org/10.1126/science.1197869
https://doi.org/10.1016/S0169-5150(96)01217-0
https://doi.org/10.1016/S0169-5150(96)01217-0
https://doi.org/10.3390/su13052459
https://doi.org/10.3390/su13052459
http://ftp://journal.r-project.org/pub/R/web/packages/rjags/rjags.pdf
https://doi.org/10.1016/j.eja.2019.01.003
http://www.R-project.org/
http://www.R-project.org/
https://doi.org/10.2134/agronj2019.04.0291
https://doi.org/10.2134/agronj2019.04.0291
https://doi.org/10.1080/01904167.2014.911892
https://doi.org/10.1016/j.soilbio.2011.04.017
https://doi.org/10.1016/j.soilbio.2011.04.017
https://doi.org/10.2134/agronj2005.0452
https://doi.org/10.2134/agronj2011.0164
https://doi.org/10.2136/sssaj2008.0303
https://doi.org/10.2136/sssaj2008.0303
https://doi.org/10.1002/csc2.20053
https://doi.org/10.2134/agronj2015.0606
https://doi.org/10.1016/j.compag.2018.08.010
https://doi.org/10.1088/1748-9326/aab908
https://doi.org/10.1088/1748-9326/aab908
https://doi.org/10.1088/1748-9326/ab5268
https://doi.org/10.1016/j.eja.2017.12.007
http://www.jstor.org/stable/30139594
https://daymet.ornl.gov/
https://doi.org/10.2134/agronj2012.0184
https://doi.org/10.1017/S1074070800000067
https://doi.org/10.1017/S1074070800000067
https://www.ers.usda.gov/data-products/season-average-price-forecasts
https://www.ers.usda.gov/data-products/season-average-price-forecasts
https://www.ers.usda.gov/data-products/fertilizer-use-and-price/documentation-and-data-sources
https://www.ers.usda.gov/data-products/fertilizer-use-and-price/documentation-and-data-sources
https://doi.org/10.1111/cdev.12169
https://doi.org/10.1016/j.agrformet.2015.02.020
https://doi.org/10.2134/agronj2007.0383
https://doi.org/10.1016/j.still.2015.03.005
https://doi.org/10.1016/j.still.2015.03.005
https://doi.org/10.1007/978-1-4419-0925-1
https://doi.org/10.1007/978-1-4419-0925-1
https://doi.org/10.2134/agronj2015.0314
https://doi.org/10.2134/agronj2015.0314
https://doi.org/10.2134/agronj2010.0189
https://doi.org/10.2134/agronj2010.0189


Agricultural and Forest Meteorology 311 (2021) 108668

11

Yang, J.M., Yang, J.Y., Liu, S., Hoogenboom, G., 2014. An evaluation of the statistical 
methods for testing the performance of crop models with observed data. Agric. Syst. 
127 (May 2014), 81–89. https://doi.org/10.1016/j.agsy.2014.01.008. 

Ye, Q., Lin, X., Adee, E., Min, D., Assefa Mulisa, Y., O’Brien, D., Ciampitti, I.A., 2017. 
Evaluation of climatic variables as yield-limiting factors for maize in Kansas. 

International Journal of Climatology 37 (S1), 464–475. https://doi.org/10.1002/ 
joc.5015. 

Yost, M.A., Morris, T.F., Russelle, M.P., Coulter, J.A., 2014. Second-Year Corn after 
Alfalfa Often Requires No Fertilizer Nitrogen. Agron. J. 106, 659–669. https://doi. 
org/10.2134/agronj2013.0362. 

A.A. Correndo et al.                                                                                                                                                                                                                            

https://doi.org/10.1016/j.agsy.2014.01.008
https://doi.org/10.1002/joc.5015
https://doi.org/10.1002/joc.5015
https://doi.org/10.2134/agronj2013.0362
https://doi.org/10.2134/agronj2013.0362

	Unraveling uncertainty drivers of the maize yield response to nitrogen: A Bayesian and machine learning approach
	1 Introduction
	2 Materials and methods
	2.1 Review
	2.2 Meta-data
	2.3 Data analysis
	2.3.1 Nitrogen response process
	2.3.2 Bayesian N response models
	2.3.3 Feature importance assessment


	3 Results
	3.1 Database description
	3.2 Bayesian analysis of N response descriptors
	3.3 Features importance
	3.3.1 Prediction performance
	3.3.2 Features contribution


	4 Discussion
	5 Conclusions
	Declaration of Competing Interest
	Supplementary materials
	References


